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ABSTRACT
Nowadays, differential privacy (DP) has become a well-accepted

standard for privacy protection, and deep neural networks (DNN)

have been immensely successful in machine learning. The combi-

nation of these two techniques, i.e., deep learning with differential

privacy, promises the privacy-preserving release of high-utility

models trained with sensitive data such as medical records. A clas-

sic mechanism for this purpose is DP-SGD, which is a differentially

private version of the stochastic gradient descent (SGD) optimizer

commonly used for DNN training. Subsequent approaches have

improved various aspects of the model training process, includ-

ing noise decay schedule, model architecture, feature engineering,

and hyperparameter tuning. However, the core mechanism for en-

forcing DP in the SGD optimizer remains unchanged ever since

the original DP-SGD algorithm, which has increasingly become

a fundamental barrier limiting the performance of DP-compliant

machine learning solutions.

Motivated by this, we propose DPIS, a novel mechanism for

differentially private SGD training that can be used as a drop-in

replacement of the core optimizer of DP-SGD, with consistent

and significant accuracy gains over the latter. The main idea is to

employ importance sampling (IS) in each SGD iteration for mini-

batch selection, which reduces both sampling variance and the

amount of random noise injected to the gradients that is required

to satisfy DP. Although SGD with IS in the non-private setting

has been well-studied in the machine learning literature, integrat-

ing IS into the complex mathematical machinery of DP-SGD is

highly non-trivial; further, IS involves additional private data re-

lease which must be protected under differential privacy, as well as

computationally intensive gradient computations. DPIS addresses

these challenges through novel mechanism designs, fine-grained

privacy analysis, efficiency enhancements, and an adaptive gradient

clipping optimization. Extensive experiments on four benchmark

datasets, namely MNIST, FMNIST, CIFAR-10 and IMDb, involving

both convolutional and recurrent neural networks, demonstrate
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the superior effectiveness of DPIS over existing solutions for deep

learning with differential privacy.
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1 INTRODUCTION
Deep learning [20] is an effective machine learning technique that

trains a neural network model by iteratively optimizing a target

loss function over an input dataset, usually with the stochastic

gradient descent (SGD) algorithm or its variants. The resulting

model, consisting of weights learned from the data, may unin-

tentionally memorize information about individual records in the

training dataset. This is a serious concern especially when the

data is sensitive, such as medical records, in which case an ad-

versary may derive private information from the model weights,

possibly in unforeseen ways. In the literature, various types of pri-

vacy threats have been identified in recent years, including mem-

bership inference attacks [31, 36, 48, 49, 63], model inference at-

tacks [19, 60, 63], and extraction attacks [8, 53]. In addition, even

innocuous-looking personal data could be used against the indi-

vidual: for instance, a person’s face images could be used to syn-

thesize realistic videos [51, 65]. These threats make it difficult for

researchers to share trained deep learning models..

Differential privacy (DP) is a strong and rigorous privacy pro-

tection scheme that has been widely implemented and deployed

in industry, e.g., by Apple [1], Google [2], and Uber [38]. Enforc-

ing differential privacy in the model training process promises to

prevent privacy violations while retaining the high utility of the

deep learning model. However, this is a highly challenging task, as
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straightforward techniques for ensuring DP lead to overwhelming

noise in the gradients during SGD training, which, in turn, leads to

poor utility of the resulting model [14]. A breakthrough, namely

DP-SGD [2], came in 2016, which achieves much-improved utility

compared to previous methods, for publishing deep learning models

under (𝜖, 𝛿)-DP, elaborated in Section 2.

Specifically, DP-SGD injects random noise into the gradients

computed in each iteration of the SGD algorithm. The noise is care-

fully calibrated through a sophisticated, fine-grained privacy loss

analysis called moments accountant (MA). Subsequent work [33]

further improves MA with a more precise privacy loss calculation

based on the concept of Rényi differential privacy (RDP) [32]. As we

explain later on Section 2, any RDP mechanism can be converted in

a straightforward manner to a mechanism for enforcing (𝜖 , 𝛿)-DP.

In the following, we use the term DP-SGD to refer to the improved

version of the algorithm that injects noise guided by the privacy

accounting method in [33], which has been implemented in the

production-ready Tensorflow Privacy library
1
.

Due to the noise injected into the gradients, there is still a con-

siderable performance gap between a model trained with DP-SGD
under typical privacy parameter settings, and one trained with

plain SGD without privacy considerations, especially for complex

tasks [12]. Further improvement ofDP-SGD turns out to be a highly

challenging task: apart from the tighter privacy analysis in [33]

mentioned above, to our knowledge, there has not been an effective

algorithmic improvement of the core DP-SGD algorithm ever since

its proposal [2] in 2016. Instead, later works have focused on other

aspects of model building such as noise decay scheduling [64], neu-

ral network layers [12, 42], feature engineering [52], utilization of

an additional public dataset [39], hyperparameter tuning [41], and

efficiency enhancements [50]. These approaches are typically built

upon the DP-SGD optimizer; consequently, the unimproved core of

DP-SGD have increasingly become a fundamental limiting factor

for the performance of DP-compliant deep learning models.

Motivated by this, we propose DPIS, which directly improves

upon DP-SGD on the core optimizer level. DPIS can be used as a

drop-in replacement of DP-SGD, and can be used in combination

with the above-mentioned methods that internally call DP-SGD as

the underlying optimizer. The main idea of DPIS is to incorporate

importance sampling (IS) in each SGD iteration, which replaces

the random sampling step in non-private SGD and DP-SGD. We

consider the norm of gradient of each record as its importance and
sample the record with probability proportional to it. It is well-

known that in the non-private setting, IS helps reduce sampling

variance and accelerate the convergence rate of SGD [11, 21, 66].

More importantly, as explained later in Section 3, the use of IS also

helps reduce the amount of noise injected to the gradients that

is required to satisfy differential privacy. However, integrating IS

into DP-SGD is highly non-trivial as it significantly complicates

the (already rather complex) privacy loss analysis. In addition, as

explained later in Section 3, IS requires the release of additional

statistics which needs to be protected under differential privacy.

Finally, a straightforward implementation of IS involves gradient

computation for each record in every iteration, which can be com-

putationally infeasible for large training sets.

1
https://github.com/tensorflow/privacy

DPIS addresses the above challenges with novel algorithmic de-

signs accompanied by precise privacy loss analysis. Specifically, in

each iteration, DPIS samples each record with probability propor-

tional to its gradient norm, and weights the gradients to obtain an

unbiased estimation of the aggregate gradient. To avoid the time-

consuming gradient computation for each individual record, we

split the IS process into two steps, and apply rejection sampling to

reduce the computation cost without significantly compromising

result quality. The new private statistics required by IS is carefully

perturbed to satisfy DP, and the privacy loss they incur is small.

In our privacy analysis, we leverage the results in [33] and prove

that the privacy cost of DPIS is strictly lower than that of DP-SGD,
which establishes the theoretical basis of the benefits of applying

DPIS compared to DP-SGD. As a further optimization, we incorpo-

rate intoDPIS an adaptive gradient clipping bound update schedule,
to further improve the utility of the resulting model.

We have performed a thorough set of experiments, using four

classic benchmark datasets: MNIST, Fashion MNIST (FMNIST),

CIFAR-10, and IMDb. The former three correspond to computer

vision tasks for which we apply convolutional neural networks,

whereas the latter one involves natural language processing, for

which we use a recurrent neural network. The evaluation results

demonstrate that DPIS consistently and significantly outperforms

DP-SGD, as well as several recent solutions, under a wide range of
hyperparameter settings.

To summarize, the main contributions of this paper include: (i)

DPIS, a novel differentially private SGD optimizer that incorporates

importance sampling to reduce sampling variance and the injected

noise required to satisfy DP, (ii) rigorous privacy loss analysis

that proves the superiority of DPIS over DP-SGD, (iii) an adaptive

gradient clipping bound updating schedule, and (iv) extensive ex-

periments that evaluate the effectiveness of DPIS on benchmark

datasets and common neural network architectures.

2 PRELIMINARIES
2.1 Differential Privacy
Differential privacy (DP) [14] provides a rigorous, information-

theoretic privacy guarantee to prevent an adversary from inferring

the presence or absence of any individual record. We go through

the basics of DP in the following.

Definition 2.1 (Neighbor Datasets). Two datasets 𝐷 and 𝐷 ′ are
neighbor datasets, if and only if they differ in one single record.

Definition 2.2 ((𝜖, 𝛿)-Differential Privacy (DP) [16]). A random-

ized mechanismℳ : 𝒟→ ℛwith domian𝒟 and rangeℛ satisfies

(𝜖, 𝛿)-DP if

Pr[ℳ(𝐷) ∈ 𝒪] ≤ exp(𝜖) · Pr[ℳ(𝐷 ′) ∈ 𝒪] + 𝛿, (1)

for any set of output 𝒪 ⊆ ℛ and any neighbor datasets 𝐷, 𝐷 ′ ⊆ 𝒟.

Equation (1) enforces an upper bound on the probability ratio of

all possible outcomes from two neighbor datasets. Its rationale is

that an adversary observing the output𝒪 ofℳwould have limited

confidence to tell if the input is a certain dataset 𝐷 or its neighbor

𝐷 ′. In other words, an adversary is unlikely to infer whether the

information of any individual 𝑥 in the input 𝐷 . The parameter 𝜖 is

known as the privacy budget that affects the adversary’s confidence
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level for telling 𝐷 from its neighbor 𝐷 ′ given the outputs of a

mechanism ℳ. The parameter 𝛿 is usually set to a small value

representing the probability that the privacy guarantee of 𝜖 fails.

An alternative notion of privacy guarantee is Rényi differential

privacy (RDP) [32], which is defined based on Rényi divergence [54],

as follows.

Definition 2.3 (Rényi Divergence). For two probability distribu-

tions 𝒫,𝒬 ⊆ ℛ and their repective densities 𝑝 (𝑥), 𝑞(𝑥), 𝑥 ∈ 𝒟, the

Rényi divergence of a finite order 𝛼 > 1 is defined as

D𝛼 (𝑃 ∥𝑄) ≜
1

𝛼 − 1 ln

∫
𝒳
𝑞(𝑥)

(
𝑝 (𝑥)
𝑞(𝑥)

)𝛼
d𝑥 .

Definition 2.4 ((𝛼, 𝜏)-Rényi Differential Privacy (RDP)). A ran-

domized mechanism ℳ : 𝒟 → ℛ with domain 𝒟 and range ℛ
satisfies (𝛼, 𝜏)-RDP if

D𝛼

(
ℳ(𝐷)∥ℳ

(
𝐷 ′

) )
≤ 𝜏

for any neighbor datasets 𝐷,𝐷 ′ ⊆ 𝒟.

Compared to the (𝜖 , 𝛿)-DP definition (Definition 1), the above

RDP notion enables a quantitatively tighter way to track cumu-

lative privacy loss, which leads to more precise privacy analysis

for differentially private deep learning, as elaborated later in this

section.

Given specific 𝛿 , we can convert an (𝛼, 𝜏)-RDP mechanism to

one enforcing (𝜖, 𝛿)-DP, through the following lemma.

Lemma 2.5 ((𝛼, 𝜏)-RDP to (𝜖 ,𝛿)-DP conversion [7]). Consider a
randomized mechanism ℳ : 𝒟→ ℛ with domian 𝒟 and range ℛ.
Let 𝛼 > 1 and 𝜖 ≥ 0. Ifℳ satisfies (𝛼, 𝜏)-RDP, given a specific 𝛿 ,ℳ
satisfies (𝜖, 𝛿)-DP for

𝜀 = 𝜏 + log(1/𝛿) + (𝛼 − 1) log(1 − 1/𝛼) − log(𝛼)
𝛼 − 1 . (2)

Next, we present the concept of sensitivity, which is used in basic

building blocks of differentially private mechanisms. Let 𝑓 be a

function that maps a dataset from a domain𝒟 into a 𝑑-dimensional

output in R𝑑 . To convert 𝑓 into a differentially private mechanism,

a canonical approach is to inject random noise into the output of 𝑓 ,

whose scale is calibrated according to the sensitivity of 𝑓 , defined

as follows.

Definition 2.6 (Sensitivity [16]). The sensitivity 𝑆 (𝑓 ) of a function
𝑓 : 𝒟→ R𝑑 , denoted as 𝑆 (𝑓 ), is defined as

𝑆 (𝑓 ) = max

𝐷,𝐷′
∥ 𝑓 (𝐷) − 𝑓 (𝐷 ′)∥,

where 𝐷, 𝐷 ′ denotes two neighbor datasets, and ∥·∥ is a norm.

In this paper, we focus on the case that ∥·∥ is the 𝐿2 norm; the

corresponding sensitivity definition is known as 𝐿2 sensitivity.

InDP-SGD and the proposed solutionDPIS, a fundamental build-

ing block is the sampled Gaussian mechanism (SGM) [33], which

operates by sampling a subset uniformly at random from a given

dataset, applies a function 𝑓 on the sample set, and injects spher-

ical Gaussian noise according to sensitivity 𝑆 (𝑓 ). SGM ensures

(𝛼, 𝜏)-RDP according to the following lemma.

Lemma 2.7 (Privacy of Sampled Gaussian Mechanism [33]).

Given a function 𝑓 with sensitivity 𝑆 (𝑓 ), SGMwith sampling probabil-
ity 𝑝 and additive Gaussian noise𝒩 (0, 𝜎2𝑆 (𝑓 )2I) ensures (𝛼, 𝜏)-RDP,
where

𝜏 ≤ D𝛼

(
(1 − 𝑝)𝒩

(
0, 𝜎2

)
+ 𝑝𝒩

(
1, 𝜎2

) 𝒩 (
0, 𝜎2

))
. (3)

When 𝑝 = 1, i.e., every record is included in the sample set and
involved in the computation of the output of 𝑓 , SGM reduces to the
Gaussian Mechanism (GM) [32].

Finally, a nice property of differential privacy is that the privacy

guarantee is not affected by postprocessing steps, as stated in the

following lemma.

Lemma 2.8 (Postprocessing [17]). Letℳ be a mechanism satis-
fying (𝜖, 𝛿)-DP. Let 𝑓 be a function whose input is the output of ℳ.
Then, 𝑓 (ℳ) also satisfies (𝜖, 𝛿)-DP.

The above property also applies to the RDP definition [32].

2.2 Sampling Methods
The differential privacy guarantee of a mechanism can be amplified

by running it with a randomly sampled subset instead of the whole

dataset. In each iteration of differentially private deep learning

algorithms, including DP-SGD, they obtain a subset of training

samples using Bernoulli sampling.

Bernoulli sampling. Bernoulli sampling samples each record by

an independent Bernoulli trial with equal probability.

We describe how DP-SGD utilizes Bernoulli sampling works

later in Section 2.3.

One idea towards an improved sampling process is to assign an

individual sampling probability to each record, rather than hav-

ing equal probability for all records. Then, the sampling process

becomes Poisson sampling. To do so, a main challenge is how to

determine the probabilities for the tuples so as to improve the learn-

ing efficiency while preserving differential privacy at the same

time. Our solution relies on the importance sampling technique, as

follows.

Importance Sampling. Importance sampling (IS) is a generic

sampling technique with applications for Monte Carlo simulations.

Specifically, for a Monte Carlo method sampling 𝑔(𝑥), 𝑥 ∈ 𝑋 with

probability 𝑝 (𝑥), let 𝑞(𝑥) be another probability distribution. The

expectation of 𝑔(𝑥) can be reformulated as

E𝑝 [𝑔(𝑥)] =
∫
𝑋

𝑝 (𝑥)𝑔(𝑥)𝑑𝑥 =

∫
𝑋

𝑞(𝑥) 𝑝 (𝑥)
𝑞(𝑥) 𝑔(𝑥)𝑑𝑥

= E𝑞

[
𝑝 (𝑥)
𝑞(𝑥) 𝑔(𝑥)

]
,

where E𝑝 [·] and E𝑞 [·] represent the expectation of · under 𝑝 (𝑥)
and 𝑞(𝑥) respectively. The above derivation replaces the underly-

ing probability density function 𝑝 (𝑥) with 𝑞(𝑥) and weights each

sample 𝑔(𝑥) by 𝑝 (𝑥)/𝑞(𝑥). It allows us to sample from an easily

accessible 𝑞(𝑥) to estimate the intentional expectation E𝑝 [𝑔(𝑥)].
We explain how DPIS utilizes IS works later in Section 3.2.
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2.3 Deep Learning with Differential Privacy
In deep learning, a deep neural network (NN) model is trained

with an input training dataset 𝐷 , through an optimizer such as

stochastic gradient descent (SGD). Abadi et al. [2] present an (𝜖, 𝛿)-
differentially private algorithm for NN training called DP-SGD.
The basic idea is to perturb the gradients in each SGD iteration

under differential privacy, and reconstruct the model through these

noisy gradients. There are two main challenges for realizing this

idea. First, each gradient can be an arbitrary vector with complex

dependencies on the input data, leading to unbounded 𝐿2 sensitivity

(Definition 2.6). Second, the training can involve many iterations,

meaning that simply applying a coarse-grained composition [15]

or the even the advanced composition [22]) leads to overwhelm-

ing noise required to satisfy DP. DP-SGD addressed both issues,

explained below.

Similar to non-private SGD, DP-SGD starts by initializing the

trainable weights 𝜃 in the NN with random values 𝜃 = 𝜃0, and

iteratively updates 𝜃 with the goal of minimizing a loss function

𝐿(𝜃, 𝑥). In each iteration,DP-SGD draws a batch of records from the

training data by Bernoulli sampling. Unlike non-private SGD, DP-
SGD additionally ensures the following condition in the sampling:

that in each iteration 𝑡 , for a given expected batch size 𝑏, the batch

ℬ𝑡 is obtained by sampling each tuple 𝑥𝑖 ∈ 𝐷 independently with

a fixed probability 𝑝𝑖 = 𝑏/𝑁 , where 𝑁 = |𝐷 |. Thus, ℬ𝑡 has an
expected size E[|ℬ𝑡 |] =

∑𝐷
𝑥𝑖
𝑝𝑖 = 𝑏. Then, the method computes

the gradient 𝑔𝑡 (𝑥𝑖 ) for each tuple 𝑥𝑖 ∈ ℬ𝑡 as 𝑔𝑡 (𝑥𝑖 ) = ∇𝜃𝑖𝐿(𝜃𝑖 , 𝑥𝑖 ).
To bound the sensitivity of the gradient, DP-SGD enforces an-

other condition: an upper bound𝐶 on the 𝐿2 norm of each gradient,

resulting in the clipped gradient in Equation (4).

𝑔𝑡 (𝑥𝑖 ) = Clip(𝑔𝑡 (𝑥𝑖 ) ;𝐶), (4)

where Clip(𝑥 ;𝐶) ≜ 𝑥/max

(
1,
∥𝑥 ∥

2

𝐶

)
.

After gradient clipping, given two neighbor datasets, their sum of

gradients in each iteration differ by at most𝐶 ; hence, the sensitivity

of

∑
𝑖∈ℬ𝑡 𝑔(𝑥𝑖 ) is bounded. Then, DP-SGD perturbs the mean gra-

dient in a batch using the sampled Gaussian mechanism described

in the previous subsection:

𝑔𝑡 =
1

𝑏

©«
∑︁
𝑖∈ℬ𝑡

𝑔𝑡 (𝑥𝑖 ) +𝒩
(
0, 𝜎2𝐺𝐶

2I
)ª®¬ , (5)

where 𝜎𝐺 is the noise multiplier depending on the privacy budget,

and I is the identity matrix. Finally, DP-SGD updates 𝜃 with 𝜃𝑡+1 =
𝜃𝑡 − 𝜂𝑔𝑡 .

The sampling and clipping conditions enable a fine-grained pri-

vacy loss analysis called moments accountant (MA) for ensuring

(𝜖, 𝛿)-DP. Mironov et al. [33] show that DP-SGD satisfies (𝛼, 𝜏)-
RDP, and present a numerical procedure for computing the values

of (𝛼, 𝜏), as stated in Lemma 2.9.

Lemma 2.9 (Privacy Cost of DP-SGD). Consider the DP-SGD
algorithm with sampling probability 𝑝 = 𝑏/𝑁 and noise multiplier
𝜎𝐺 . Given an integer 𝛼 > 1, each iteration of DP-SGD satisfies (𝛼, 𝜏)-
RDP where

𝜏 =
1

𝛼 − 1 ln

(
𝛼∑︁
𝑚=0

(
𝛼

𝑚

) (
1 − 𝑏

𝑁

)𝛼−𝑚 (
𝑏

𝑁

)𝑚
exp

( (
𝑚2 −𝑚

)
2𝜎2
𝐺

))
.

(6)

To prove that DP-SGD satisfies (𝜖 , 𝛿)-DP, one can apply the

conversion presented in Lemma 2.5. This analysis technique, which

first establishes (𝛼, 𝜏)-RDP of the algorithm and then converts it

to (𝜖 , 𝛿)-DP, leads to more precise computation of the privacy loss

compared to the MA technique in the original DP-SGD paper [2].

Accordingly, it is preferable to compute the noise scale based on

the analysis in [33] and Lemma 2.5, which result in lower noise and

higher model utility. Hence, the proposed solution DPIS, presented
in the next section, follows this analysis technique.

3 DPIS
3.1 Solution Overview
Recall from Section 2.3 that each iteration of DP-SGD consists of

the following operations (i) forming a batch by sampling each tuple

uniformly, (ii) computing and clipping the gradient with respect

to each sample record, (iii) perturbing each gradient by injecting

random Gaussian noise guided by the privacy loss analysis, and

(iv) updating the model weights with the averaged noisy gradients

in the batch. DP-SGD guarantees that each perturbed gradient is

unbiased with respect to the exact value of the clipped gradient

defined in Equation (4) [2]. Accordingly, the quality of the model

update mainly depends upon the variance of the noisy gradients.

The proposed solution DPIS follows a similar framework, and aims

at improvingmodel utility by reducing the variance of the perturbed

gradients in each iteration, while maintaining their unbiasedness.

More precisely, each iteration of DP-SGD aims to update the

model with an estimated mean gradient for the entire training

set, which is computed from the sampled batch with additional

Gaussian noise as explained before. The variance of this estimated

mean gradient comes from two sources: sampling noise (which also

exists in the non-private setting), and the additional Gaussian noise

required to satisfy differential privacy. We focus on reducing the

latter through importance sampling (IS) for batch selection, which

is a novel contribution of this paper. We take the gradient norm

of each record as its importance. Note that IS in general is also

known to reduce sampling variance and accelerate the convergence

of stochastic optimization in the machine learning literature; we

refer the reader to Ref. [21, 23, 66] for a discussion on this topic.

In particular, DPIS samples each tuple with probability propor-

tional to the 𝐿2 norm of its gradient. Clearly, this scheme is biased

towards records with high gradient norm values. To obtain an un-

biased estimate of the mean gradient with respect to the clipped

value over the entire training set, we introduce a scaling factor for

each gradient, such that all scaled gradients have the same 𝐿2 norm.

The estimated mean gradient is then computed as the average of

the scaled gradients over all records in batch sampled through IS.

Later in Section 4, we provide rigorous analysis on the privacy loss

of DPIS, and prove that it satisfies both RDP and (𝜖 , 𝛿)-DP.

In the following, Section 3.2 provides the theoretical rationale of

integrating IS into the DP-SGD framework, in which we formulate

the choice of the sampling strategy as an optimization program.
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The use of IS introduces two complications to the algorithm design:

(i) IS requires the release of private statistical information that must

be protected under DP, and (ii) IS involves the computation of the

gradient for every record in the training data, which can be infeasi-

ble for a large training set. Section 3.3 deals with (i), and analyzes

the privacy cost of the additional data release. Section 3.4 tackles

(ii) through a novel rejection sampling process, which significantly

reduces the computational cost of DPIS.
In addition, we provide an optimization for DPIS in Section 3.5,

which applies a novel adaptive update schedule for the gradient

clipping upper bound 𝐶 (Equation (4)) during training, instead of

fixing 𝐶 to a constant as is done in DP-SGD. Finally, Section 3.6

summarizes the complete DPIS algorithm.

3.2 Rationale of Applying IS
Recall from Section 2.3 that given an expected batch size 𝑏,DP-SGD
samples each record 𝑥𝑖 with a fixed probability 𝑏 · 1

𝑁
, where 𝑁 is

the size of the training set 𝐷 . In this subsection, we demonstrate

through theoretical analysis that this sampling scheme is subopti-

mal in terms of noise variance, and derive an improved sampling

scheme with IS.

Without loss of generality, consider a single iteration during SGD

training. Let 𝑏 · 𝑝 (𝑥𝑖 ) be the probability for sampling 𝑥𝑖 , in which 𝑝

is called the sampling probability distribution. Clearly, in DP-SGD,
we have 𝑝 (𝑥𝑖 ) = 1

𝑁
for all 𝑥𝑖 . Let ℬ denote the batch obtained

through sampling. We enforce the condition

∑𝑁
𝑖 𝑝 (𝑥𝑖 ) = 1, which

ensures that the expected size of ℬ is E[|ℬ |] = ∑𝑁
𝑖 𝑏 · 𝑝 (𝑥𝑖 ) = 𝑏. In

a nutshell, our goal to determine the best values for each 𝑝 (𝑥𝑖 ) such
that the estimated mean gradient remains unbiased, and at the same

time the variance of the estimated mean gradient is minimized. This

is done through solving an optimization program, described below.

Maintaining unbiasedness. For gradeint descent methods [45],

which are commonly used in machine learning, using an unbiased

estimate of the gradient mean leads to guranteed convergence of pa-

rameters, when the number of iterations approaches infinity [4, 55].

In the non-private setting, popular optimizers ensure the unbiased-

ness of the gradient mean, e.g., through explicit bias-correction in

Adam. DPIS follows this common practice. To obtain an unbiased

estimation of the mean gradient with respect to the clipped value

in the training dataset, we scale each gradient 𝑔(𝑥𝑖 ) with the factor

1

𝑁𝑏𝑝 (𝑥𝑖 ) , and output the sum of the scaled gradients to estimate the

mean gradient. We have:

E[𝑔] = 1

𝑁

𝑁∑︁
𝑖

𝑔(𝑥𝑖 ) =
𝑁∑︁
𝑖

𝑏𝑝 (𝑥𝑖 ) ·
1

𝑁𝑏𝑝 (𝑥𝑖 )
𝑔(𝑥𝑖 ) .

Accordingly, the estimated mean clipped gradient using the sam-

pled batch ℬ (corresponding to Equation (5) in DP-SGD) becomes:

𝑔 =
1

𝑏

(∑︁
𝑖∈ℬ

1

𝑁𝑝 (𝑥𝑖 )
𝑔 (𝑥𝑖 ) +𝒩

(
0, 𝜎2𝐺𝐶

2I
))
. (7)

where 𝑔 is the clipped gradient defined in Equation (4), and 𝑔 is an

unbiased estimator for the mean value of 𝑔 over the entire training

set, according to the following equation.

E[𝑔] = E
[∑︁
𝑖∈ℬ

1

𝑁𝑏𝑝 (𝑥𝑖 )
𝑔(𝑥𝑖 )

]
+ 1
𝑏
E

[
𝒩 (0, 𝜎2𝐺𝐶

2I)
]
=

1

𝑁

𝑁∑︁
𝑖

𝑔(𝑥𝑖 ) .

In the following, to simplify our notations, we use symbol𝑍 to de-

note the injected Gaussian noise required to satisfy differential pri-

vacy, i.e., 𝑍 follows a Gaussian distribution of𝒩 (0, 𝜎2
𝐺
𝐶2I). Accord-

ingly, Equation (7) simplifies to 𝑔 = 1

𝑏

(∑
𝑖∈ℬ

1

𝑁𝑝 (𝑥𝑖 )𝑔 (𝑥𝑖 ) + 𝑍
)
.

Minimizing noise variance. Recall from Section 2.3 that the goal

of SGD is to compute 𝜃∗ that minimizes the loss function 𝐿(𝜃∗), i.e.,
𝜃∗ ≜ argmin𝜃 𝐿(𝜃 ). According to Theorem 2 of [46], the accuracy

of this empirical risk minimization task depends primarily on the

expected squared 𝐿2 norm of each gradient update. Hence, we

aim to minimize E[∥𝑔∥2] by calibrating the sampling probability

distribution 𝑝 .

We denote ℬ as a batch of tuples and 𝑝 (ℬ) as the corresponding
probability that ℬ is sampled. By definition, we have

𝑝 (ℬ) =
∏
𝑖∈ℬ

𝑏𝑝 (𝑥𝑖 )
∏

𝑙 ∈𝐷\ℬ
(1 − 𝑏𝑝 (𝑥𝑙 )) . (8)

We let 𝑑 be the number of parameters in the machine learning

model and let 𝑍 follow a Gaussian distribution of 𝒩 (0, 𝜎2
𝐺
𝐶2I𝑑 ).

Note that E[∥𝑍 ∥2] = 𝜎2
𝐺
𝐶2𝑑 . Then, our objective E[∥𝑔∥2] can be

expressed as

E[∥𝑔∥2] = 1

𝑏2

∑︁
ℬ
𝑝 (ℬ)E𝑍

[
∥∑𝑖∈ℬ 𝑔(𝑥𝑖 ) + 𝑍 ∥2]

=
1

𝑏2
E[∥𝑍 ∥2] + 1

𝑏2

∑︁
ℬ

∏
𝑖∈ℬ

𝑏𝑝 (𝑥𝑖 )
∏

𝑙 ∈𝐷\ℬ
(1 − 𝑏𝑝 (𝑥𝑙 ))·

©«
∑︁
𝑖∈ℬ

∥𝑔(𝑥𝑖 )∥2

𝑁 2𝑝 (𝑥𝑖 )2
+

∑︁
𝑖≠𝑗 ∈ℬ

𝑔(𝑥𝑖 )𝑇𝑔(𝑥 𝑗 )
𝑁 2𝑝 (𝑥𝑖 )𝑝 (𝑥 𝑗 )

ª®¬
=

1

𝑏2
E[∥𝑍 ∥2] + 1

𝑏𝑁 2

𝑁∑︁
𝑖

∥𝑔(𝑥𝑖 )∥2
𝑝 (𝑥𝑖 )

+ 1

𝑁 2

𝑁∑︁
𝑖≠𝑗

𝑔(𝑥𝑖 )𝑇𝑔(𝑥 𝑗 ),

The first equality expands E[𝑏2∥𝑔∥2] to all possible outcomes w.r.t

batch selections and E𝑍 is the expectation w.r.t the variable 𝑍 . The

second equality is due to the fact that𝑍 is unbiased and independent

with the outcome of 𝑝 (𝑥𝑖 ). The last equality is that: For ∀𝑖 ∈ 𝐷 , the
appearance of

∥𝑔 (𝑥𝑖 ) ∥2
𝑁 2𝑝 (𝑥𝑖 )2 only depends on whether 𝑖 is sampled into

ℬ, no matter whether the others are sampled. Hence, the sum of

probability products of each batch containing 𝑖 is 𝑏𝑝 (𝑥𝑖 ); Similarly,

the sum of probability products of each batch containing 𝑖, 𝑗 is

𝑏2𝑝 (𝑥𝑖 )𝑝 (𝑥 𝑗 ).
Observe that

∑𝑁
𝑖≠𝑗 𝑔(𝑥𝑖 )𝑇𝑔(𝑥 𝑗 ) is a constant w.r.t. {𝑝 (𝑥𝑖 ), 𝑝 (𝑥 𝑗 )}.

Thus, to minimize E[∥𝑔∥2], it suffices to derive

argmin

𝑝

1

𝑏𝑁 2

𝑁∑︁
𝑖

∥𝑔(𝑥𝑖 )∥2
𝑝 (𝑥𝑖 )

+ 1

𝑏2
𝜎2𝐺𝐶

2𝑑. (9)

Choosing 𝑝. In Equation (9), 𝜎𝐺 in the second term has a rather

complicated dependency on 𝑝 , which is difficult to optimize. We

defer the analysis of 𝜎𝐺 to Section 4. Here, we focus on minimizing
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the first term, which represents the sample variance. Since 𝑓 (𝑥) =
𝑥2 is convex, we apply Jensen’s inequality and obtain

𝑁∑︁
𝑖

∥𝑔(𝑥𝑖 )∥2
𝑝 (𝑥𝑖 )

=

𝑁∑︁
𝑖

𝑝 (𝑥𝑖 )
(
∥𝑔(𝑥𝑖 )∥
𝑝 (𝑥𝑖 )

)
2

≥
(
𝑁∑︁
𝑖

𝑝 (𝑥𝑖 )
∥𝑔(𝑥𝑖 )∥
𝑝 (𝑥𝑖 )

)2
,

where the equality holds when all ∥𝑔(𝑥𝑖 )∥/𝑝 (𝑥𝑖 ) are equal. Hence,
an appropriate choice of 𝑝 that minimizes the sample variance is

𝑝 (𝑥𝑖 ) =
∥𝑔(𝑥𝑖 )∥
𝐾

, where 𝐾 =

𝑁∑︁
𝑖

∥𝑔(𝑥 𝑗 )∥ .

The above choice of 𝑝 corresponds to the IS scheme used in

DPIS, i.e., sampling each tuple 𝑥𝑖 proportionally to the 𝐿2 norm of its

gradient. Our analysis so far focuses onminimizing sample variance,

i.e., the first term of Equation (9). It turns out that the IS strategy

also helps reduce the variance of the injected Gaussian noise (the

second term of Equation (9)), explained in the next subsection.

3.3 Private IS
In each SGD iteration, apart from the estimated mean gradient,

DPIS needs to release two additional values computed from private

data, due to the use of importance sampling: (i) the total number

𝑁 of records in the training set, and (ii) the sum of gradient norms

𝐾 =
∑𝑁
𝑖 ∥𝑔(𝑥 𝑗 )∥. To satisfy differential privacy, DPIS perturbs 𝑁

and 𝐾 with Gaussian noise as follows:

�̃� = 𝑁 +𝒩
(
0, 𝜎2𝑁

)
, (10)

𝐾 ′ =
1

𝑝𝐾

∑︁
𝑖∈ℬ𝐾

∥𝑔(𝑥𝑖 )∥ +𝒩 (0, 𝜎2𝐾𝐶
2), (11)

where ℬ𝐾 denotes a batch, and parameters 𝜎𝑁 and 𝜎𝐾 control

the variance of the Gaussian noise. The noisy values �̃� and 𝐾 ′

are then released alongside the noisy gradient sum 𝑔 defined in

Equation (7), in each iteration of DPIS. In the above definitions of

�̃� and 𝐾 ′, Equation (10) is straightforward as it directly follows

the Gaussian mechanism; meanwhile, in Equation (11), we leverage

subsampling [3] to reduce the privacy cost of releasing 𝐾 ′: We

uniformly sample a batch ℬ𝐾 of records with probability 𝑝𝐾 and

use the batch to estimate the gradient sum of all records.

Given 𝐾 ′, DPIS refines it by imposing an upper bound �̃� ·𝐶 and

a lower bound 𝑏 ·𝐶 as follows:

�̃� = min

(
max

(
𝐾 ′, 𝑏𝐶 + 𝜉

)
, �̃�𝐶

)
, (12)

where 𝜉 is a small positive constant. To explain, recall that each

gradient has a clipped 𝐿2 norm that is at most 𝐶 , according to

Equation (4). Therefore, the exact value of 𝐾 is no larger than 𝑁𝐶

and, thus, �̃�𝐶 is a reasonable upper bound for �̃� . Meanwhile, as

we discuss in Section 3.2, the sampling probability of each record

𝑥𝑖 is 𝑏 · 𝑝 (𝑥𝑖 ) = 𝑏 ∥𝑔 (𝑥𝑖 ) ∥
�̃�

≤ 𝑏𝐶

�̃�
. This probability should be less

than 1; otherwise, there is no privacy amplification by sampling,

resulting in a high privacy cost. Hence, �̃� cannot be arbitrarily small.

Motivated by this, we impose a lower bound on �̃� in Equation (12).

The definitions of �̃� and �̃� also involve two parameters: 𝜎𝑁 and

𝜎𝐾 . Their values depend on the privacy cost analysis of releasing 𝑔,

�̃� , and �̃� , which we defer to Section 4 for ease of exposition.

Recall that from Section 3.2 that, when applying IS, we choose

to sample each record with probability proportional to its gradient

norm for the purpose of minimizing the sample variance, i.e., the
first term of Equation (9). As shown in the following lemma, this IS

scheme also reduces the privacy cost of releasing gradients, which,

in turn, reduces the amount of noise required in the gradients to

satisfy differential privacy.

Lemma 3.1 (Privacy cost of DPIS). Consider an iteration of
the DPIS algorithm with noisy values �̃� , �̃� , sampling probability
𝑏 ∥𝑔 (𝑥𝑖 ) ∥

�̃�
for each record 𝑥𝑖 , clipping threshold𝐶 , and noise multiplier

𝜎𝐺 . Given any integer 𝛼 > 1, this DPIS iteration satisfies (𝛼, 𝜏)-RDP
where

𝜏𝐷𝑃𝐼𝑆 =
1

𝛼 − 1 ·

ln

(
𝛼∑︁
𝑚=0

(
𝛼

𝑚

) (
1 − 𝑏𝐶

�̃�

)𝛼−𝑚 (
𝑏𝐶

�̃�

)𝑚
exp

(
(𝑚2 −𝑚)�̃�2

2�̃� 2𝜎2
𝐺
𝐶2

))
.

(13)

The proof of the above lemma is deferred to Section 4, which

presents the privacy analysis of DPIS. Observe that the above

defining equation of 𝜏𝐷𝑃𝐼𝑆 is similar to that of 𝜏𝐷𝑃−𝑆𝐺𝐷 (i.e.,
Equation (6)), except that �̃� (in DP-SGD) is replaced by �̃�/𝐶 (in

DPIS). In particular, 𝜏𝐷𝑃𝐼𝑆 increases with �̃� , and it becomes identi-

cal to 𝜏𝐷𝑃−𝑆𝐺𝐷 when �̃� = �̃�𝐶 (assuming that other parameters are

identical for the two methods). Note that �̃�𝐶 is the upper bound

of �̃� according to Equation (12). Therefore, given the same pri-

vacy budget 𝜏𝐷𝑃𝐼𝑆 = 𝜏𝐷𝑃−𝑆𝐺𝐷 , the Gaussian noise scale 𝜎𝐺 used

in DPIS is no larger than that used in DP-SGD. The key of why

smaller �̃� in DPIS translates to lower privacy loss is that, unlike

previous methods that simply sum up the sampled gradients as in

Equation (5), DPIS assigns a weight to each sampled gradient that

is inversely proportional to its sampling probability, as shown in

Equation (7). Therefore, when �̃� is large, although a record 𝑥 with a

larger gradient norm has a higher probability to be sampled (which

increases its privacy cost), the weight for 𝑥 also becomes smaller

according to Equation (7), which leads to a lower sensitivity that

more than compensates for the increase of privacy loss due to 𝑥 ’s

higher sampling probability.

In practice, the gradient norm values usually decrease as the

training progresses and gradually converges. As a result, the value

of �̃� (and hence, �̃�/𝐶) decreases over time, leading to decreasing

values of the noise scale 𝜎𝐺 inDPIS given a constant privacy budget
𝜏𝐷𝑃𝐼𝑆 . In contrast, in DP-SGD, the noise depends on �̃� , which

remains constant throughout the training iterations. To illustrate

this, Figure 1 plots the value of 𝜎𝐺 as a function of training epochs,

for DPIS and three competitors on the FMNIST dataset with 𝜖 =

0.5, 1, 4, 𝛿 = 10
−5
. (Detailed experimental settings are described

later in Section 5.) Observe that, when 𝜖 = 4, the noise multiplier

𝜎𝐺 of DPIS gradually decreases from 0.81 to 0.42, whereas DP-
SGD requires a constant noise multiplier 𝜎𝐺 = 0.81. The decrease

in gradient noise at later epochs is particularly helpful, since the

gradient values tend to become smaller and more sensitive to noise

as the training approaches convergence.

Summarizing the analysis in Sections 3.2 and 3.3, the novel sam-

pling scheme inDPIS reduces both sample variance (as explained in

Section 3.2) and the scale of the injected noise (as described in this

subsection), which optimizes both terms in the objective defined in

Equation (9). Hence, DPIS is a direct improvement over the classic
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Figure 1: Noise multipliers of DPIS and three competitors on FMNIST, with total privacy budge 𝜖 ∈ {0.5, 1, 4} and 𝛿 = 10
−5.

DP-SGD optimizer as the former incurs lower noise in the released

gradients.

3.4 Accelerating Private IS with Rejection
Sampling

So far in our descriptions, the sampling scheme in DPIS requires

the knowledge of the gradient value for every record in the dataset,

which increases the computational overhead for each iteration

from𝑂 (𝑏) to𝑂 (𝑁 ), where 𝑏 and 𝑁 are the sample size and dataset

cardinality, respectively. This is rather inefficient, and can become

computationally infeasible for a massive training set with a large 𝑁 .

To deal with this problem, DPIS introduces an additional filtering

step (before applying IS) based on rejection sampling, detailed

below.

Rejection Sampling. Suppose that we have an unknown target

distribution function 𝑝 (𝑥) = 𝑝 (𝑥)/𝐾𝑝 ,
∑𝐷
𝑥 𝑝 (𝑥) = 1, where 𝑝 (𝑥)

is known and the 𝐾𝑝 is an unknown normalization constant. The

idea of rejection sampling is that when we cannot sample from

the 𝑝 (𝑥) directly, we can instead use a proxy distribution function

𝑞(𝑥),∑𝐷
𝑥 𝑞(𝑥) = 1. The method introduces a constant 𝑘 such that

𝑘𝑞(𝑥) ≥ 𝑝 (𝑥) is satisfied for all 𝑥 ∈ 𝐷 . The steps for rejection

sampling are as follows:

(1) The algorithm independently samples each 𝑥 ∈ 𝐷 with prob-

ability 𝑞(𝑥).
(2) Let 𝒳𝑞 the set of tuples sampled in step (1). For each 𝑥 ∈ 𝒳𝑞 ,

the method uniformly samples a 𝑢 in [0, 𝑘𝑞(𝑥)]. If 𝑢 ≤ 𝑝 (𝑥),
accept the tuple 𝑥 ; otherwise, reject 𝑥 .

The algorithm essentially accepts each 𝑥 with probability

𝑞(𝑥) · 𝑝 (𝑥)
𝑘𝑞(𝑥) =

𝑝 (𝑥)
𝑘

. (14)

In general, to avoid rejecting numerous samples, which results

in low sampling efficiency, the constant 𝑘 should be as small as

possible, subject to 𝑘𝑞(𝑥) ≥ 𝑝 (𝑥).
Specifically, DPIS first selects a subset from the dataset following

a probability distribution 𝑞 (which is efficient to compute), and

then performs IS with the actual gradients (which are expensive to

compute) on the subset instead of the whole dataset. To realize this,

there are two issues that need to be addressed. The first issue due

to the additional filtering step performed with rejection sampling,

the batch collected with IS may contain fewer samples than the

expected batch size 𝑏. In particular, recall from Equation (14) that

the expected number of acceptance in rejection sampling is

E[𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑛𝑐𝑒] =
∑︁
𝑥 ∈𝐷

𝑝 (𝑥)
𝑘

=
𝐾𝑝

𝑘

∑︁
𝑥 ∈𝐷

𝑝 (𝑥) =
𝐾𝑝

𝑘
,

where 𝐾𝑝 =
∑
𝑥 ∈𝐷 𝑝 (𝑥) ≤

∑
𝑥 ∈𝐷 𝑘𝑞(𝑥) = 𝑘 . The above equation

indicates that after rejection sampling, our actual sampling proba-

bility for each tuple is scaled by a factor of 𝐾𝑝/𝑘 ≤ 1. Consequently,

the resulting batch contains fewer than 𝑏 samples, leading to higher

sampling variance. To remedy this, we modify the filtering step to

sample each tuple with probability min(𝑘𝑞(𝑥), 1) instead of 𝑞(𝑥).
Second, according to the IS scheme, we generally prefer data

records with larger gradient norms; hence, we need to construct

an effective and efficient filter 𝑞 for gathering such records. To

do so, DPIS employs the following strategy: at the beginning of

each epoch (which contains multiple iterations), we compute the

gradient 𝑔0 (𝑥) for each tuple 𝑥 as a factor of the numerator of 𝑞(𝑥),
and then compute the noisy gradient sum �̃� as the denominator

of 𝑞(𝑥); when we sample 𝑥 in a certain iteration, we update the

numerator of 𝑞(𝑥) with the latest gradient 𝑔𝑡 (𝑥).
Let 𝑇 = 𝑁 /𝑏 be the number of iterations in one training epoch.

The complete sampling process of DPIS for iteration 𝑡 ∈ [1,𝑇 ] in
any epoch is as follows:

(1) If 𝑡 = 1 (i.e., the first iteration in an epoch), we compute

gradient 𝑔0 (𝑥𝑖 ) and clip with the gradient norm bound 𝐶

by Equation (4) for each 𝑥𝑖 ∈ 𝐷 . Then, we release a noisy
gradient sum �̃� by Equation (12). Given a pre-set constant 𝑘

and a lower bound 𝑔𝐿 ≪ 𝐶 , we compute the following value:

𝑔1 (𝑥𝑖 ) = 𝑘 max(∥𝑔
0
(𝑥𝑖 )∥, 𝑔𝐿) .

(2) For each 𝑡 ∈ [1,𝑇 ], let

𝑞𝑡 (𝑥𝑖 ) = min

(
𝑏 · 𝑔𝑡 (𝑥𝑖 )

�̃�
, 1

)
.

We sample tuple 𝑥𝑖 independently with probability 𝑞𝑡 (𝑥𝑖 ).
Let 𝒳𝑞 be the set of tuples sampled by 𝑞𝑡 .

(3) For 𝑥𝑖 ∈ 𝒳𝑞 , we compute its gradient 𝑔𝑡 (𝑥𝑖 ), clip with upper

bound min(𝑔𝑡 (𝑥𝑖 ),𝐶) by Equation (4) and accept it with a

second round probality

𝑝𝑡 (𝑥𝑖 ) =
∥𝑔𝑡 (𝑥𝑖 )∥
𝑔𝑡 (𝑥𝑖 )

.
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Let 𝒳𝑝 be the set of accepted tuples. We use 𝒳𝑝 to perform

gradient descent as illustrated in Section 3.6.

(4) Lastly, we update the 𝑔𝑡+1 (𝑥𝑖 ) for all 𝑥𝑖 ∈ 𝒳𝑞 , i.e.,

𝑔𝑡+1 (𝑥𝑖 ) = 𝑘 max(∥𝑔𝑡 (𝑥𝑖 )∥, 𝑔𝐿).

In Step (2), the lower bound 𝑔𝐿 is set to give a chance to sample

the tuples whose gradients are too small in previous iterations. For

example, if the gradient of one tuple in some iteration is close to

0, we will never sample it as 𝑞𝑡 (𝑥𝑖 ) ≈ 0 without a lower bound.

In practice, we usually have �̃� > 𝑘𝑏𝐶 as long as 𝑁 ≫ 𝑘𝑏. Then

the actual sampling probability of 𝑥𝑖 is displayed in Equation (15),

which is consistent with our IS scheme.

𝑞𝑡 (𝑥𝑖 ) · 𝑝𝑡 (𝑥𝑖 ) =
𝑏∥𝑔𝑡 (𝑥𝑖 )∥

�̃�
. (15)

Assuming that 𝑔𝐿 is small and the sum of gradients does not

vary too much in one epoch, we approximate the expected sizes

of 𝒳𝑞,𝒳𝑝 using 𝑘𝑏 and 𝑏, respectively, based on the following

derivations:

IE[|𝒳𝑞 |] =
𝑁∑︁
𝑖

𝑞𝑡 (𝑥𝑖 ) = 𝑘𝑏
∑𝑁
𝑖 max(∥𝑔𝑡−1 (𝑥𝑖 )∥, 𝑔𝐿)

�̃�
≈ 𝑘𝑏,

IE[|𝒳𝑝 |] = 𝑏
𝑁∑︁
𝑖

∥𝑔𝑡 (𝑥𝑖 )∥
�̃�

≈ 𝑏.

Thus, we only compute the gradients of tuples in 𝒳𝑞 and reduce

the computation cost from 𝑂 (𝑁 ) to 𝑂 (𝑘𝑏). In addition, the actual

batch size used to update the model also approximates the expected

size 𝑏. Overall, we manage to simulate the IS scheme that samples

each tuple with probability proportional to its current gradient, at

a substantially reduced computational cost.

3.5 Adaptive Clipping Bound Updates
DP-SGD uses a constant gradient norm bound 𝐶 during the whole

training process, which is inflexible and has several disadvantages.

For instance, if 𝐶 is (or becomes) significantly larger than the 𝐿2
norm of the gradients for most records, the amount of Gaussian

noise injected to the gradients (Equation (5)) might be excessive,

since the amplitude of the noise is proportional to𝐶2
. Moreover, the

total training iterations under the DP setting is limited because ev-

ery additional training step incurs extra privacy costs. Conversely,

if 𝐶 is too small, we would clip gradients aggressively, leading to

insufficient updates on model parameters and low training effective-

ness. The appropriate value of𝐶 may change as training progresses.

For example, in our experiments of training an RNN model on

IMDb, the mean of gradients increases several times during train-

ing. The validation accuracy of the RNN model grows rather slowly

under a fixed small 𝐶 , while under a fixed large 𝐶 the accuracy

becomes even worse with more iterations due to overwhelming

noise injected to the gradients.

As 𝐶 increases from 0, the gradient information and the ampli-

tude of the noise grow at the same time. When 𝐶 increases to a

certain extent, the gradient norms of more and more samples are

lower than 𝐶 . Inspired by the sum of gradients �̃� in IS, we can

approximate the optimal clipping bound by the “mean” of the gra-

dients. However, using gradients or other sensitive information

to adjust the clipping bound may consume extra privacy budget.

Hence, we modify 𝐶 only at the beginning of each epoch so that

the privacy cost is negligible. The process of our adaptive clipping

is as follows.

(1) In epoch 𝑒 ≥ 2, we clip the gradients of tuples in 𝒳𝑝 by an

external clipping bound 𝐶∗ and obtain 𝐾∗𝑒 by Equation (12).

(2) We release a noisy version of 𝐾∗𝑒 as

�̃�∗𝑒 = 𝐾∗𝑒 +𝒩 (0, 𝜎2𝐾𝐶
∗2). (16)

For epoch 𝑒 + 1, the clipping bound is

𝐶𝑒+1 = 𝜆 ·
�̃�∗𝑒
�̃�
, (17)

where 𝜆 is a hyperparameter served as a quantile.

�̃�∗𝑒 and 𝐶𝑒+1 change little when 𝐶∗ varies, because only a small

fraction of gradients (whose norms are much large than others)

are clipped by 𝐶∗. Accordingly, we set 𝐶∗ = 4 ∗𝐶1 for all related
experiments.

3.6 Complete Algorithm
Algorithm 1 outlines pseudocode of theDPIS algorithm under (𝜖, 𝛿)-
DP. For simplicity, we assume that the gradients of all weights and

biases in the neural network are stored and processed as one single

vector, on which we perform gradient clipping and noise injection.

The epoch divider 𝑎𝐸 in Input is explained in Section 4.2.

Our algorithm starts by initializing the NN model parameters

𝜃 to random values (Line 1). Then, it examines the number 𝑁 of

tuples in 𝐷 , and obtain a noisy version �̃� by injecting Gaussian

noise with standard variance 𝜎𝑁 (Line 3).

The subsequent execution of the algorithm consists of 𝐸 epochs,

each of which contains 𝑇 iterations (Lines 4 and 6). Before the

iterations, the algorithm initializes several variables including the

noisy gradient sum 𝐾∗𝑒 , and sets 𝒳𝑞,𝒳𝑝 (Line 5). At the beginning

of each epoch, the algorithm computes gradients for all tuples with

clipping applied, computes noisy gradient sum 𝐾𝑒,1, and generates

a list of gradient sum 𝐾𝑒,2, ..., 𝐾𝑒,𝑇 equal to 𝐾𝑒,1 (Lines 7-14). After

obtaining them, the algorithm analyzes the required privacy budget

in this epoch and outputs a suitable standard variance 𝜎𝐺𝑒 (Line 15)

for the additive Gaussian noise in the gradient averaging step (Line

26). Details of Privacy Analysis (Lines 2 and 15) is elaborated

in Section 4, where we comprehensively discuss how to set noise

multipliers 𝜎𝑁 , 𝜎𝐾 , {𝜎𝐺𝑒 } and the use of 𝑎𝐸 .

In each iteration, the algorithm first samples 𝑥𝑖 ∈ 𝐷 into𝒳𝑞 with
probability 𝑞𝑡 (𝑥𝑖 ) (Lines 16-18). For every 𝑥𝑖 ∈ 𝒳𝑞 , the algorithm
computes its latest gradient with clipping applied, samples it into

𝒳𝑝 with probability 𝑝𝑡 (𝑥𝑖 ), and updates the numerator 𝑔𝑡+1 (𝑥𝑖 )
of 𝑞𝑡+1 (𝑥𝑖 ) (Lines 19-24). (The derivation of 𝑞𝑡 , 𝑝𝑡 , 𝑔𝑒,𝑡 , 𝑔𝑒,𝑡+1 is dis-
cussed in Section 3.4.) Then, the algorithm averages the gradients,

injects Gaussian noise, and updates the model parameters (Lines

26 and 27). At the end of each epoch, the algorithm adaptively

tunes the gradient norm clipping bound by summing up the recent

gradient norms (Line 28) and output a suitable bound 𝐶𝑒+1 (Line
29).

Limitations. In differentially private gradient descent algorithms,

computing and storing gradients dominate the running time and

memory overheads (without considering the space occupied by the

input data), respectively. In each iteration, to obtain a batch of size
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Algorithm 1: Model training with DPIS
Input: Dataset 𝐷 with size 𝑁 , privacy parameters 𝜖, 𝛿 , initial

gradient clipping bound𝐶1, external bound𝐶∗, expected
batch size 𝑏, number of epochs 𝐸, epoch divider 𝑎𝐸 , number

of iterations𝑇 , learning rate 𝜂, probability multiplier 𝑘 ,

gradient lower bound 𝑔𝐿 , quantile 𝜆, noise multipliers

𝜎𝑁 , 𝜎𝐾

Output:Model parameter 𝜃 .

1 Initialize the model parameter 𝜃 with random values;

2 𝜎𝑁 , 𝜎𝐾 ← Privacy Analysis;
3 �̃� ← |𝐷 | +𝒩 (0, 𝜎2

𝑁
) ;

4 for epoch 𝑒 ∈ [1, 𝐸 ] do
5 𝐾∗𝑒 ← 0; 𝒳𝑞,𝒳𝑝 ← ∅;
6 for iteration 𝑡 ∈ [1,𝑇 ] do
7 if t=1 then
8 for 𝑥𝑖 ∈ 𝐷 do
9 𝑔𝑒,0 (𝑥𝑖 ) ← ▽𝜃ℒ(𝜃, 𝑥𝑖 ) ;

10 𝑔𝑒,0 (𝑥𝑖 ) ← Clip(𝑔𝑒,0 (𝑥𝑖 ) ;𝐶𝑒 ) ;
11 𝑔𝑒,1 (𝑥𝑖 ) ← 𝑘 max( ∥𝑔𝑒,0 (𝑥𝑖 ) ∥, 𝑔𝐿) ;
12 𝑔∗𝑒 (𝑥𝑖 ) ← Clip(𝑔𝑒,𝑡 (𝑥𝑖 ) ;𝐶∗) ;
13 �̃� ← Equation (12);

14 Generate{�̃�𝑒,2, ..., �̃�𝑒,𝑇 };
15 𝜎𝐺𝑒 ← Privacy Analysis;

16 for 𝑥𝑖 ∈ 𝐷 do
17 𝑞𝑒,𝑡 (𝑥𝑖 ) ← min( 𝑏 ·𝑔𝑒,𝑡 (𝑥𝑖 )

�̃�𝑒,𝑡
, 1) ;

18 𝒳𝑞 ← 𝒳𝑞 ∪ {𝑥𝑖 } with probability 𝑞𝑒,𝑡 (𝑥𝑖 ) ;
19 for 𝑥𝑖 ∈ 𝒳𝑞 do
20 𝑔𝑒,𝑡 (𝑥𝑖 ) ← ▽𝜃ℒ(𝜃, 𝑥𝑖 ) ;
21 𝑔𝑒,𝑡 (𝑥𝑖 ) ← Clip(𝑔𝑒,𝑡 (𝑥𝑖 ) ; min( ∥𝑔𝑒,𝑡 (𝑥𝑖 ) ∥,𝐶𝑒 )) ;
22 𝑝𝑒,𝑡 (𝑥𝑖 ) ←

∥𝑔𝑒,𝑡 (𝑥𝑖 ) ∥
𝑔𝑒,𝑡 (𝑥𝑖 ) ;

23 𝒳𝑝 ← 𝒳𝑝 ∪ {𝑥𝑖 } with probability 𝑝𝑒,𝑡 (𝑥𝑖 ) ;
24 𝑔𝑒,𝑡+1 (𝑥𝑖 ) ← 𝑘 max( ∥𝑔𝑒,𝑡 (𝑥𝑖 ) ∥, 𝑔𝐿) ;
25 𝑔∗𝑒 (𝑥𝑖 ) ← Clip(𝑔𝑒,𝑡 (𝑥𝑖 ) ;𝐶∗) ;

26 𝑔𝑒,𝑡 ← 1

𝑏

(∑
𝑥𝑖 ∈𝒳𝑝

1

�̃�𝑞𝑡 (𝑥𝑖 )𝑝𝑡 (𝑥𝑖 )
g𝑖 +𝒩

(
0, 𝜎𝐺

2

𝑒𝐶
2

𝑒 I
) )
;

27 𝜃 ← 𝜃 − 𝜂𝑔𝑡 ;
28 �̃�∗𝑒 ←

∑𝑁
𝑖 ∥𝑔

∗
𝑒 (𝑥𝑖 ) ∥ +𝒩 (0, 𝜎2

𝐾
𝐶∗2) ;

29 𝐶𝑒+1 ← 𝜆 · �̃�
∗
𝑒

�̃�
;

30 return 𝜃

𝑏, DPIS pre-samples 𝑘 · 𝑏 records and computes their gradients,

where 𝑘 is a system parameter described in Section 3.4. Therefore,

the total computational/memory overhead of DPIS is 𝑘 times larger

than that of DP-SGD. Note that gradient computations for all 𝑘 · 𝑏
samples can often be done in parallel on a GPU. In our experiments,

we set 𝑘 ≤ 5.

4 THEORETICAL ANALYSIS
4.1 Privacy and Utility Analysis
We first prove that Algorithm 1 ensures (𝜖, 𝛿)-DP, regarding it as a

function with the following input and output:

• Main inputs: 𝐷, 𝜖0, 𝛿0,𝐶1,𝐶
∗, 𝑏,𝑇 , 𝐸, 𝑎𝐸 , 𝜎𝑁 , 𝜎𝐾 ;

• Irrelevant inputs (no impact on privacy analysis): 𝑘,𝑔𝐿, 𝜂, 𝜆;

• Outputs: the initial model parameters 𝜃 (Line 1), the noisy

version �̃� of 𝑁 = |𝐷 | (Line 3), the first noisy gradient sum

{�̃�𝑒,1}, {�̃�∗𝑒 } in each epoch (Lines 13 and 28), the noisy gradi-

ent 𝑔𝑒,𝑡 in each iteration (Line 26), and the constants {𝜎𝐺𝑒 }.
We fix 𝜎𝑁 and 𝜎𝐾 before running the algorithm. We will show

that 𝜃, {𝜎𝐺𝑒 } do not incur any privacy cost, and will compute the

privacy cost of releasing �̃� , {�̃�𝑒,1}, {�̃�∗𝑒 }, {𝑔𝑒,𝑡 } under (𝛼, 𝜏)-RDP
and sum them up by the composition theorem of RDP [32]. Based

on this sum, we derive the (𝜖, 𝛿)-DP guarantee Algorithm 1 using

Lemma 2.5.

Privacy analysis for 𝜃, {𝜎𝐺𝑒 }. Note that the initial model pa-

rameters 𝜃 are generated randomly, and thus, do not reveal any

private information. Meanwhile, {𝜎𝐺𝑒 } are decided based on the

public parameters 𝜖0, 𝛿0,𝐶1,𝐶
∗, 𝑏, 𝐸, 𝑎𝐸 ,𝑇 and the released parame-

ters �̃� , {�̃�𝑒,𝑡 }, which indicates that they do not reveal any private

information in addition to what �̃� , {�̃�𝑒,𝑡 } divulges. Therefore, the
generation of 𝜃, {𝜎𝐺𝑒 } entails zero privacy cost.

Privacy analysis for �̃� . �̃� is generated by injecting Gaussian

noise𝒩 (0, 𝜎2
𝑁
) into 𝑁 = |𝐷 | whose sensitivity equals 1. According

to Lemma 2.7 with 𝑝 = 1, the privacy cost (in the form of (𝛼, 𝜏)-RDP)
of releasing �̃� perturbed by 𝒩 (0, 𝜎2

𝑁
) is as follows:

𝜏 (�̃� ) ≜ 𝐷𝛼

(
𝒩 (1, 𝜎2𝑁 )

 𝒩 (0, 𝜎2𝑁 )) . (18)

Privacy analysis for {�̃�𝑒,1}, {�̃�∗𝑒 }. The generation of {�̃�𝑒,1} and
{�̃�∗𝑒 } is similar to that of �̃� , except a privacy amplification by

subsampling and the corresponding sensitivities are changed to 𝐶𝑒

and 𝐶∗, respectively. We fix 𝑝𝐾 = 𝑏

�̃�
. By Lemma 2.7 with 𝑝 = 𝑏

�̃�
,

the privacy costs (in the form of (𝛼, 𝜏)-RDP) of releasing ˜𝐾𝑒,1 and

�̃�∗𝑒 perturbed by𝒩 (0, 𝜎2
𝐾
𝐶2

𝑒 ) and𝒩 (0, 𝜎2𝐾𝐶
∗2), respectively, are as

follows:

𝜏 ({�̃�𝑒,1}) ≜ 𝐷𝛼

(
(1 − 𝑏

�̃�
)𝒩 (0, 𝜎2𝐾 ) +

𝑏

�̃�
𝒩 (1, 𝜎2𝐾 )

 𝒩 (0, 𝜎2𝐾 )) ,
𝜏 ({�̃�∗𝑒 }) ≜ 𝐷𝛼

(
(1 − 𝑏

�̃�
)𝒩 (0, 𝜎2𝐾 ) +

𝑏

�̃�
𝒩 (1, 𝜎2𝐾 )

 𝒩 (0, 𝜎2𝐾 )) .
(19)

The total privacy cost of {�̃�𝑒,1}, {�̃�∗𝑒 } is
∑𝐸
𝑒 𝜏 ({�̃�𝑒,1}) +

∑𝐸
𝑒 𝜏 ({�̃�∗𝑒 }).

Privacy analysis for {𝑔𝑒,𝑡 } and setting of 𝜎𝐺𝑒 . Establishing the

privacy cost of {𝑔𝑒,𝑡 } is challenging since the effect of sampling

and weighting in each batch complicate the privacy analysis. We

address this challenge with an analysis that borrows ideas from [33].

In what follows, we focus on the privacy cost of one iteration and

then compose the costs of all iterations. For simplicity, we denote

the clipped gradient 𝑔𝑒,𝑡 (𝑥𝑖 ) as 𝑔𝑖 , �̃�𝑒,𝑡 as �̃� , and the sampling

probability 𝑞𝑒,𝑡 (𝑥𝑖 ) · 𝑝𝑒,𝑡 (𝑥𝑖 ) as 𝑝𝑖 .
First, by Equation (7), 𝑔 follows a mixture Gaussian distribution:

𝒢 (𝐷) = 1

𝑏

∑︁
ℬ
𝑝 (ℬ)𝒩

(∑︁
𝑖∈ℬ

𝑔𝑖

�̃�𝑝𝑖
, 𝜎2𝐺𝐶

2

𝑒 I

)
, (20)

where 𝑝 (ℬ) stands for the probability of sampling batch 𝐵 from

dataset 𝐷 as Equation (8), i.e.,

𝑝 (ℬ) =
ℬ∏
𝑥𝑖

𝑝𝑖

𝐷\ℬ∏
𝑥 𝑗

(1 − 𝑝 𝑗 ) .
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Next, consider a neighbor dataset𝐷 ′ = 𝐷∪{𝑧}. The sets of gradients
of 𝐷 and 𝐷 ′ are {𝑔𝑖 }𝑁𝑖 and {𝑔𝑖 }𝑁𝑖 ∪ {𝑔𝑧 }, respectively. Given 𝐷

′
as

the training set, the distribution of 𝑔 is

𝒢 (𝐷 ′) = 1

𝑏

∑︁
ℬ
𝑝 (ℬ)

(
(1 − 𝑝𝑧)𝒩

( ∑︁
𝑖∈ℬ

𝑔𝑖

�̃�𝑝𝑖
, 𝜎2𝐺𝐶

2

𝑒 I
)
+

𝑝𝑧𝒩
( ∑︁
𝑖∈ℬ

𝑔𝑖

�̃�𝑝𝑖
+ 𝑔𝑥

�̃�𝑝𝑧
, 𝜎2𝐺𝐶

2

𝑒 I
))
.

We proceed to bound the following Rényi divergence:

𝐷𝛼

(
𝒢 (𝐷 ′)

 𝒢 (𝐷)) ≤ 𝐷𝛼 (
𝑏 · 𝒢 (𝐷 ′)

 𝑏 · 𝒢 (𝐷))
≤ sup

ℬ
𝐷𝛼

(
(1 − 𝑝𝑧)𝒩

(∑︁
𝑖∈ℬ

𝑔𝑖

�̃�𝑝𝑖
, 𝜎2𝐺𝐶

2

𝑒 I

)
+ 𝑝𝑧𝒩

(∑︁
𝑖∈ℬ

𝑔𝑖

�̃�𝑝𝑖
+ 𝑔𝑧

�̃�𝑝𝑧
, 𝜎2𝐺𝐶

2

𝑒 I

)  𝒩
(∑︁
𝑖∈ℬ

𝑔𝑖

�̃�𝑝𝑖
, 𝜎2𝐺𝐶

2

𝑒 I

) )
≤ sup

∥𝑔𝑧 ∥≤𝐶𝑒
𝐷𝛼

(
(1 − 𝑝𝑧)𝒩 (0, 𝜎2𝐺𝐶

2

𝑒 I)

+ 𝑝𝑧𝒩
(
𝑔𝑧

�̃�𝑝𝑧
, 𝜎2𝐺𝐶

2

𝑒 I
)  𝒩 (

0, 𝜎2𝐺𝐶
2

𝑒 I
) )

where first inequality follows from the data processing inequality

for Rényi divergence, the second inequality follows from the joint

quasi-convex property of Rényi divergence [54], and the last in-

equality follows from the translation and rotation invariance for

Rényi divergence [33]. Since Rényi divergence is additive, for any

gradient 𝑔𝑧 and its corresponding 𝑝𝑧 , we have

𝐷𝛼

(
(1 − 𝑝𝑧)𝒩 (0, 𝜎2𝐺𝐶

2

𝑒 I) + 𝑝𝑧𝒩
(
𝑔𝑧

�̃�𝑝𝑧
, 𝜎2𝐺𝐶

2

𝑒 I
)  𝒩 (

0, 𝜎2𝐺𝐶
2

𝑒 I
))

= 𝐷𝛼

(
(1 − 𝑝𝑧)𝒩

(
0, 𝜎2𝐺𝐶

2

𝑒

)
+ 𝑝𝑧𝒩

(
∥𝑔𝑧 ∥
�̃�𝑝𝑧

, 𝜎2𝐺𝐶
2

𝑒

)  𝒩 (
0, 𝜎2𝐺𝐶

2

𝑒

))
=

1

𝛼 − 1 ln

(
𝛼∑︁
𝑚=0

(
𝛼

𝑚

)
(1 − 𝑝𝑧)𝛼−𝑚𝑝𝑚𝑧 exp

(
(𝑚2 −𝑚)∥𝑔𝑧 ∥2

�̃� 2𝑝2𝑧𝜎
2

𝐺
𝐶2

𝑒

))
.

Finally, by Equation (12) and Equation (15), we have

sup

∥𝑔𝑧 ∥≤𝐶𝑒

1

𝛼 − 1 ln

(
𝛼∑︁
𝑚=0

(
𝛼

𝑚

)
(1 − 𝑝𝑧)𝛼−𝑚𝑝𝑚𝑧 exp

(
(𝑚2 −𝑚)∥𝑔𝑧 ∥2

�̃� 2𝑝2𝑧𝜎
2

𝐺
𝐶2

𝑒

))
≤ 1

𝛼 − 1 ln

(
𝛼∑︁
𝑚=0

(
𝛼

𝑚

)
(1 − 𝑝𝑧)𝛼−𝑚𝑝𝑚𝑧 exp

(
(𝑚2 −𝑚)�̃�2

�̃� 2𝜎2
𝐺
𝐶2

𝑒

))
≤ 1

𝛼 − 1 ln

(
𝛼∑︁
𝑚=0

(
𝛼

𝑚

) (
1 − 𝑏𝐶𝑒

�̃�

)𝛼−𝑚 (
𝑏𝐶𝑒

�̃�

)𝑚
exp

(
(𝑚2 −𝑚)�̃�2

2�̃� 2𝜎2
𝐺
𝐶2

𝑒

))
≜ 𝜏 ({𝑔𝑒,𝑡 }) .

We bridge the total cost of the algorithm from (𝛼, 𝜏)-RDP to

(𝜖, 𝛿)-DP by Equation (2) with

𝜏 = 𝜏 (�̃� ) +
𝐸∑︁
𝑒

𝜏 ({�̃�𝑒,1}) +
𝐸∑︁
𝑒

𝜏 ({�̃�∗𝑒 }) +
𝐸∑︁
𝑒

𝑇∑︁
𝑡

𝜏 ({𝑔𝑒,𝑡 }),

and 𝛿 = 𝛿0 .

𝜖 in Equation (2) is an increasing function of 𝜏 , where 𝜏 ({𝑔𝑒,𝑡 }) is
a decreasing functions of 𝜎𝐺 and other terms are constants as 𝜎𝑁
and 𝜎𝐾 are fixed. Therefore, to ensure (𝜖0, 𝛿0)-DP, we select the
smallest 𝜎𝐺 that satisfies 𝜖 ≤ 𝜖0.
Utility analysis.Wehave shown in Section 3 that 𝜏 ({𝑔𝑒,𝑡 }) ofDPIS
is always equal or less than that of DP-SGD. Moreover, we always

have

∑𝐸
𝑒 𝜏 ({�̃�𝑒,1}) +

∑𝐸
𝑒 𝜏 ({�̃�∗𝑒 }) ≪

∑𝐸
𝑒

∑𝑇
𝑡 𝜏 ({𝑔𝑒,𝑡 }) in practice

because of the gap of their releasing times 2 · 𝐸 ≪ 𝑇 · 𝐸. Therefore,
the total privacy cost of DPIS is less than that of DP-SGD, and
hence, we can use a smaller noise multiplier 𝜎𝐺 in DPIS and obtain

better results.

4.2 Privacy Budget Allocation
The last concern of the privacy analysis in DPIS is that we cannot

analyze the privacy cost 𝜏 ({𝑔𝑒,𝑡 }) or allocate budget until knowing
�̃�,𝐶 in every iteration. If DPIS equally allocates the privacy budget

per iteration or per epoch like DP-SGD, it may degrade the training

efficiency. For instance, as 𝜏 ({𝑔𝑒,𝑡 }) is an increasing function of

�̃�/𝐶 and a decreasing function of 𝜎𝐺 , if �̃�/𝐶 in later iterations are

greater than the incipient ones, we should use a greater 𝜎𝐺 to cap

the privacy cost. However, the characteristics of the model are on

the opposite side. In the early training iterations, the validation

accuracy of the model can steadily rise even if a large amount of

noise is injected. As the training progresses, the model approaches

the bottleneck and becomes more resistant to the injection noise.

Therefore, to avoid the increment of 𝜎𝐺 , we propose the following

dynamic budget allocation method:

• We divide the total epochs 𝐸 as 𝐸 = 𝑎𝐸 ·𝐸 + (1−𝑎𝐸 ) ·𝐸 where

𝑎𝐸 is a hyperparameter.

• When training in the initial 𝑎𝐸 · 𝐸 epochs we assume that

the later �̃� as the worst case, i.e., �̃� = �̃�𝐶 .

• When training in the last (1 − 𝑎𝐸 ) · 𝐸 epochs we equally

allocate the remaining budget, i.e., all �̃� in future equals the

current one.

• For the clipping threshold 𝐶 , we assume that it is invariant

in future whenever we perform the privacy analysis.

In our implementation, we divide the training epochs into two

phases. During the first phase (i.e., initial training), we overestimate

the privacy budget required by later epochs, by assuming that all

future epochs use the worse-case value of �̃� , i.e., �̃�𝐶 . Then with

sufficient budget, later 𝜎𝐺 will not increase as the training goes. In

the second phase (i.e., closer to convergence), we assume that all

future values of �̃� are identical to its value in the current epoch,

which is clearly smaller than the worst-case value. This phase

equally allocates the budget to the remaining epochs and leaves

more iterations for updating the parameters in a low injection noise

environment. As shown in Figure 1, the time when noise drops off is

exactly when the training enters the second phase. How much the

noise drops depends upon howmuch smaller the real �̃� is compared

to its worst-case value �̃�𝐶 . In experiments with raw pixels and

texts as input, the noise drops by 40-50% on MNIST and FMNIST,

by 10-20% on CIFAR-10 and by 20-30% on IMDb, respectively.

We have established the allocation principle of each epoch so far.

For each iteration in the same epoch, we use the same �̃� defined in

Equation (12).
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5 EXPERIMENTS
This section empirically evaluates DPIS against four competi-

tors. All algorithms are implemented in Python using Tensorflow

(www.tensorflow.org), following the same framework as the Ten-

sorflow Privacy library (github.com/tensorflow/privacy).

5.1 Competitors
We compare DPIS against DP-SGD [2] and three state-of-the-art

solutions built upon it: DP-SGD with handcrafted features [52],

DP-SGD with tempered sigmoid activation [42], and DP-SGD with

exponential decay noise [64], which we refer to as DP-SGD-HF,
DP-SGD-TS, and DP-SGD-Decay, respectively.

Note that we do not consider other approaches [9, 13, 37, 39] that

are orthogonal to DPIS. For example, we do not include the method

in [13] as it tackles the modification of over-parameterized model

structures and the tuning of hyper-parameters, which considerably

differs from our focus. As another example, the semi-supervised

model PATE [39] requires an additional public dataset, which is

unavailable in our problem setting.

5.2 Datasets and Models
We use four common benchmarks for differentially private deep

learning: MNIST, Fashion MNIST (FMNIST), CIFAR-10, and IMDb.

We construct multilayer neural networks for these benchmarkswith

Keras [10]. Unless otherwise specified, we let each layer follow the

default setting in Keras.

MNIST [25]. This is an image dataset of handwritten digits from

10 categories (7,000 images per category). It contains a training set

of 60,000 examples and a test set of 10,000 examples. Each example

contains a 28× 28 grayscale image and a label denoting its category.

In the non-private setting with handcrafted features as inputs, the

model reaches 99.1% accuracy in 20 epochs [52].

FMNIST [62]. This is an image dataset of fashion products from

10 categories (7,000 images per category). It contains a training set

of 60,000 examples and a test set of 10,000 examples. Each example

contains a 28× 28 grayscale image and a label denoting its category.

In the non-private setting with handcrafted features as inputs [52],

the model reaches 90.9% accuracy in 20 epochs.

CIFAR-10 [24]. This is an image dataset of colored objects from 10

categories (6,000 images per category). It contains 50,000 training

examples and 10,000 testing examples. Each example contains a

colour image of resolution 32 × 32 with three colour channels, and

a label denoting its category. In the non-private setting with hand-

crafted features as inputs [52], the model reaches 71.0% accuracy

in 20 epochs.

For DPIS on MNIST, FMNIST, and CIFAR-10, we follow the pre-

processing steps described in [52] and use the same convolutional

neural network architecture as DP-SGD-HF. For DP-SGD-TS, DP-
SGD-Decay, andDP-SGD, we use the convolutional neural network
architecture described in [42]. The loss function for all methods are

categorical cross-entropy.

IMDb [28]. This dataset from the Internet Movie Database con-

tains 50,000 movies reviews with obvious bias (positive or negative),

Table 1: RNN model for IMDb.

Layer Parameters

Embedding 100 units

Fully connected 32 units

Bidirectional LSTM 32 units

Fully connected 16 units

Fully connected 2 units

Table 2: Setting of parameters in DPIS

Parameter MNIST FMNIST CIFAR-10 IMDb

𝑘 5 5 5 3

𝜎𝐾 0.02 · 𝑁
𝑎𝐸 0.8 1 0.8 0.8

𝐶∗ \ \ \ 4 ·𝐶1
𝜆 \ \ \ 1

among which 25,000 are in the training set and 25,000 are in the

test set. Each review has been encoded as a list of word indexes.

Words are indexed by their overall frequency in the dataset, and

we only consider the top 20,000 most common words. We pad all

sequences to 80 words long to ensure that all inputs have the same

shape. We use a five-layer recurrent neural network shown in Ta-

ble 1, where the embedding layer is loaded with parameters from

the GloVe word embedding [43]. For the second and fourth layers,

we use Relu activation in DP-SGD, DPIS, and DP-SGD-Decay, and
use tanh activation in DP-SGD-TS. We freeze the parameters in the

embedding layer and only train the other four layers. The loss func-

tion is cross-entropy. In the non-private setting with an expected

batch size of 32, Adam optimizer and other default parameters, the

model achieves 79.5% accuracy in 20 epochs.

5.3 Parameter Settings
In our experiments, we vary the privacy budget 𝜖 ∈ {0.5, 1, 2, 3, 4}
for every dataset, while fixing 𝛿 to a small value 10

−5
. In order to

fairly compare DPIS with other competitors, we set an identical

𝜎𝑁 = 0.02 · 𝑁 for them, so that their privacy budget allocated to

protect 𝑁 and the training process are equal. We fix the number of

iterations in each epoch to 𝑇 = |𝐷 |/𝑏 instead of �̃� /𝑏, to avoid the

difference in the number of iterations caused by �̃� in experiments.

We use two SGD optimizers: SGD with momentum [10] and

Adam [10]. For the former, we set the momentum to 0.9; for the

latter, we set the exponential decay factors as 𝛽1 = 0.9 and 𝛽2 =

0.999. We follow the best settings of the expected batch size 𝑏,

learning rate 𝜂, the initial clipping bound𝐶1, and parameters in the

scatter net tuned by [52]. In addition, we tune the number of training

epochs 𝐸 based on the corresponding privacy budget. Following

common practice in the literature (e.g., explained in [52]), we do

not account for the privacy loss of this hyperparameter tuning step,

since such tuning is common in all differentially private machine

learning methods.

DPIS has a number of parameters: the sampling probability mul-

tiplier 𝑘 , the privacy budget allocator 𝑎𝐸 , the noise multiplier 𝜎𝐾 ,

the external clipping threshold 𝐶∗, and the quantile 𝜆. Table 2

shows our setting of these parameters. Note that 𝐶∗ and 𝜆 are irrel-

evant on MNIST, FMNIST, and CIFAR-10, because we do not apply
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adaptive clipping on these datasets except for the ablation study

(see Section 5.5). For DP-SGD-Decay, we choose the decay rate in

[0.001, 0.01] according to [64].

5.4 Model Accuracy Comparison
Table 3 shows the classification accuracy of each method, averaged

over 5 runs, with 𝜖 varying in {0.5, 1, 2, 3, 4} (We omit DP-SGD-HF
on the IMDb dataset because its scattering network [52] cannot be

applied to natural language processing.) Observe that DPIS con-

sistently outperforms the competitors in all settings. In particular,

on IMDb, its classification accuracy is 2-3% higher than the best of

the competing methods. In comparison, on MNIST, FMNIST, and

CIFAR-10, the performance gap between DPIS and the competitors

is not as substantial, because the accuracy of [52] is already close

to that obtained in the non-private setting, i.e., there is little room
for further performance improvement.

The reason that DPIS significantly outperforms competing meth-

ods on IMDb is as follows. First, the neural network trained on

IMDb is an RNN, and the 𝐿2 norm and variance of gradients on

this RNN are much larger than those on the CNNs used for MNIST,

FMNIST, and CIFAR-10. Consequently, our importance sampling

approach is more effective on variance reduction and noise reduc-

tion on IMDb. Second, as our clipping bound increases with the

gradients through adaptively clipping, the amplitude of the noise

(i.e., 𝜎2
𝐺
·𝐶2

𝑒 ) decreases more significantly when DPIS reduces 𝜎𝐺
during training.

Observe that DPIS achieves roughly the same accuracy as other

competitors when it uses only half of their privacy budget on

MNIST, FMNIST, and IMDb. In other words, DPIS provides the

same model utility with twice as much strength of privacy guaran-

tee as other methods. It is also worth noting that DP-SGD-Decay,
whose idea is to allocate more privacy budget to later epochs of

training, does not ensure higher model utility than DP-SGD-TS
and DP-SGD, which allocate the budget to each epoch equally. In

contrast, DPIS is able to improve the effectiveness of later epochs

due to its advanced sampling scheme.

Summarizing the comparison results, DPIS demonstrates signifi-

cant and consistent performance advantages in terms of accuracy,

compared to the state-of-the-art. Further, its utility does not de-

grades significantly as the privacy budget decreases. Hence, it is

the method of choice in practical applications.

5.5 Ablation Study
Table 4 compares the accuracy of DPIS with and without adaptive

clipping, referred to as DPIS+AC and DPIS\AC, respectively. Ob-
serve that the adaptive gradient clipping optimization noticeably

improves the performance of DPIS on IMDb, but is less effective on

MNIST, FMNIST, and CIFAR-10. The reason is that, on IMDb, the

norms of gradients vary significantly (in the range of [3, 10]) during

training, and hence, there is much benefit in adaptively adjusting

the clipping bound. In contrast, on MNIST, FMNIST, and CIFAR-10,

the norms of gradients remain small throughout the training pro-

cess, which leaves little room for adaptive clipping to improve the

accuracy of DPIS.
Tables 5 and 6 show the accuracy of DPIS with varying budget

scheduler 𝑎𝐸 and probability multiplier 𝑘 , respectively. We observe

from Table 5 that 𝑎𝐸 = 0.8 leads to favorable results on all datasets.

This observation is consistent with the motivation of our privacy

budget schedule: it is beneficial to save some privacy budget ofDPIS
in early-stage training, and spend it when the training approaches

the bottleneck in the later stage. Meanwhile, Table 6 shows that the

performance DPIS is insensitive to the choice of 𝑘 in the range of

[3, 6]. We have also evaluated the effects of two other parameters

of DPIS: the external clipping threshold 𝐶∗ and the quantile 𝜆; we

include the results in [59].

6 RELATEDWORK
There exists a plethora of techniques for differentially private data

analysis in the literature [17, 67]. The design of existing techniques

often consists of the following steps: (i) identifying the function

to release, (ii) bounding the sensitivity of the function, and (iii)

designing a suitable noise injection method based on the sensitivity.

However, it is difficult to apply the same methodology to privacy

preserving deep learning. The challenges lie in the complicated

structure of the neural networks, the non-convexity of the objective

function (which makes it difficult to analyze sensitivities), and the

large number of iterations required for training (which leads to

difficulties in reducing privacy loss).

Abadi et al. [2] are the first to introduce a viable method, DP-
SGD, for training deep learning models with differential privacy.

The moments accountant (MA) approach in [2] has also been ap-

plied to address several other problems, e.g., empirical risk mini-

mization [27, 56] and machine learning as a service [26]. In 2019,

Mironov [33] proposes a new analysis approach for precise compu-

tation of privacy based on RDP, which outperforms the moments

accountant and greatly improved the performance of DP-SGD. Sub-
sequent work [9, 37, 42, 52] shifts attention to slightly modify the

model structure or the learning algorithm. The state-of-the-art [42]

replaces the ordinary activation functions like ReLU in CNNs with

tempered sigmoid functions. Another branch of work [44, 61, 64]

focuses on optimizations such as adaptively adjusting the gradient

clipping bound or adaptively allocating the privacy budget. But it is

not trivial to embed importance sampling into their clipping meth-

ods and these methods are still inferior to DPIS with our adaptive

clipping algorithm in terms of the accuracy of the model trained. Be-

sides, the privacy allocation mechanism [64] can be directly applied

to DPIS without other changes.

Both the composition and privacy amplification via subsam-

pling in DP-SGD and our analysis are well studied in the literature.

Tight bounds and constructive algorithms for composition are stud-

ied in [22, 30]. Privacy amplification via subsampling is studied

in [3, 58, 68]. Our privacy analysis borrows ideas from [33], which

quantifies the privacy loss of the Gaussian mechanism when sub-

sampling is used. The main difference between our analysis and

that in [33] is that wemodify the sampling probability and the mean

of the Gaussian distribution and transfer the difference between

two Gaussian mixture distributions from the mean to the outside

probability as shown in Equation (21).

While we analyze (𝜖, 𝛿)-DP for the privacy guarantee of DPIS,
there also exists several other variants of DP, e.g., Concentrated-
DP [18], zero Concentrated-DP [6], truncated Concentrated-DP [5],
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Table 3: Algorithm Comparison: Testing Accuracy.

Dataset Method 𝜖 = 0.5 𝜖 = 1 𝜖 = 2 𝜖 = 3 𝜖 = 4

MNIST DPIS 96.8% 97.7% 98.6% 98.8% 98.9%
(non-DP 99.1%) DP-SGD-HF [52] 96.1% 97.2% 98.3% 98.4% 98.5%

DP-SGD-TS [42] 96.0% 96.8% 97.7% 98.1% 98.3%

DP-SGD-Decay [64] 96.2% 97.0% 97.8% 98.2% 98.3%

DP-SGD [2] 93.1% 94.9% 96.1% 96.8% 97.2%

FMNIST DPIS 84.6% 86.6% 88.3% 88.8% 89.4%
(non-DP 90.9%) DP-SGD-HF [52] 83.9% 86.0% 87.8% 88.3% 88.7%

DP-SGD-TS [42] 81.0% 83.0% 85.0% 86.3% 86.8%

DP-SGD-Decay [64] 80.8% 83.1% 85.1% 86.4% 86.8%

DP-SGD [2] 78.4% 80.8% 82.3% 84.1% 84.5%

CIFAR-10 DPIS 55.1% 62.2% 67.9% 69.7% 70.6%
(non-DP 71.0%) DP-SGD-HF [52] 54.3% 61.1% 67.4% 69.2% 70.2%

DP-SGD-TS [42] 44.4% 51.0% 57.2% 60.7% 63.0%

DP-SGD-Decay [64] 44.1% 50.7% 56.6% 60.7% 63.1%

DP-SGD [2] 43.1% 48.3% 54.7% 58.9% 60.4%

IMDb DPIS 59.1% 62.1% 65.9% 68.3% 70.2%
(non-DP 79.5%) DP-SGD-TS [42] 57.5% 60.3% 62.8% 65.2% 66.5%

DP-SGD-Decay [64] 56.8% 60.4% 63.6% 66.3% 67.6%

DP-SGD [2] 56.4% 60.3% 63.5% 66.4% 67.4%

Table 4: Comparing DPIS+AC and DPIS\AC on testing accu-
racy.

Dataset Method 𝜖 = 0.5 𝜖 = 1 𝜖 = 2 𝜖 = 3

MNIST DPIS+AC 96.7% 97.6% 98.5% 98.7%

DPIS\AC 96.8% 97.7% 98.6% 98.8%

FMNIST DPIS+AC 84.6% 86.5% 88.2% 88.7%

DPIS\AC 84.6% 86.6% 88.3% 88.8%

CIFAR-10 DPIS+AC 55.4% 62.4% 67.7% 69.3%

DPIS\AC 55.1% 62.2% 67.9% 69.7%

IMDb DPIS+AC 59.1% 62.2% 65.9% 68.3%
DPIS\AC 58.2% 61.7% 65.0% 67.6%

Table 5: Performance of DPIS with varying privacy budget
scheduler 𝑎𝐸 .

Dataset 𝑎𝐸 = 0 𝑎𝐸 = 0.6 𝑎𝐸 = 0.8 𝑎𝐸 = 1

MNIST 97.6% 97.6% 97.7% 97.6%

FMNIST 86.6% 86.5% 86.7% 86.8%

CIFAR-10 62.0% 62.1% 62.4% 61.9%

IMDb 62.1% 61.8% 62.1% 62.1%

and Rényi-DP [32]. These variants are designed for different set-

tings, and could be translated into another under certain conditions.

We focus on (𝜖, 𝛿)-DP since it is the most commonly used in the

literature and in practice. An orthogonal line of work studies pri-

vacy preserving machine learning under the decentralized setting,

e.g., [29, 39, 40, 47, 57]. Another complimentary line of work con-

siders how to extract sensitive information in machine learning,

e.g., [34, 35, 49].

Table 6: Performance of DPIS with varying probability multi-
plier 𝑘 .

Dataset 𝑘 = 3 𝑘 = 4 𝑘 = 5 𝑘 = 6

MNIST 97.7% 97.7% 97.7% 97.7%

FMNIST 86.7% 86.7% 86.8% 86.8%

CIFAR-10 62.3% 62.2% 62.4% 62.4%

IMDb 62.1% 62.2% 62.3% 62.3%

7 CONCLUSION
This paper presents a novel solution, DPIS, for differentially pri-

vate neural network training. Through a stage-setting sampling

technique, adaptive mechanisms for tuning parameters in a differen-

tially private manner, as well as sophisticated privacy loss analysis

following the RDP framework,DPIS achieves significant and consis-
tent accuracy gains over the existing methods. We formally prove

the correctness of DPIS, and conduct extensive experiments on

classic benchmark datasets to evaluate the effectiveness of DPIS
on different deep models. The results demonstrate high accuracy

obtained by DPIS, which may become the enabling technology for

deep learning with differential privacy. For future work, we plan to

accelerate the training process of DPIS and expand the sampling

pool to improve its performance.
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